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1. Introduction
The simplest kinetic pathway that describes enzymatic

catalysis is

While this model tends to describe the observed kinetics in
many cases, the actual chemical pathway for the enzyme

catalyzed conversion of “substrate” to “product” is believed
to be substantially more complicated. Although the specific
structures, viewed as a static collection of atomic positions,
are important to understand to how enzymes work, the
specific motions of these atoms also play a crucial role, a
notion that can at least be traced back to Koshland’s
“induced-fit” hypothesis.1 The on-enzyme catalyzed chem-
istry involves considerable and specific atomic motion of
both the atoms of the bound substrate and the atoms of the
protein along the reaction coordinate. The types of motions
involved with the chemistry are many: from the physical
necessity of binding pocket atoms relaxing to accommodate
the new electrostatic and steric nature of the product species
compared to the substrate on one hand to conjectured
“promoting vibrations” of the protein, helping to facilitate
catalysis due to atomic motion within the protein along the
reaction coordinate, on the other hand. Likewise, just how
an enzyme binds its ligands to form the “Michaelis complex”,
the specific pathway(s), the time ordering of events, and the
motions of the atoms and groups of atoms involved in the
binding process are all largely uncharacterized and not
understood. The reason for this is that these dynamical
processes cover a wide range of time scales: small scale
displacements of atoms take place from picoseconds to
nanoseconds; activated motions of molecular groups, such
as loop motion, occur within nanoseconds to microseconds;
the motions of protein domains or smaller scale group
motions with high activation energies are observed on the
millisecond time scale or longer. Experimental and theoreti-
cal/computational methods are just now being developed that
can adequately cover this broad time range of atomic
motions.

The subject of this review is a discussion of “time-
resolved” approaches to the characterization of the dynamical
nature of enzymatic catalysis and their application to specific
enzyme systems. In fact, our goal is vastly more modest than
that. Time-resolved studies of enzymes are a very old story,
in some sense dating to more than 100 years ago with the
success of the Michaelis-Menton description of enzyme
kinetics.2 Approach development has been crucial toward
the goal of a determination of the time evolution of atomic
structure. For example, the stopped-flow approach, as
introduced several decades ago,3,4 is able to reach a time
resolution of a few milliseconds while the T-jump relaxation
methods pioneered by Eigen and DeMaeyer using rapid
capacitance discharge to produce Joule heating in conducting
solutions5 reached the microsecond time scale and were
applied to many enzyme systems especially in the 1960s and
1970s (e.g., see refs 6-8). For probes of evolving structure,
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enzymologists have typically relied on optical absorption and
emission. Over the past decade or so, there have been
substantial advancements in extending both the time resolu-
tion and range of kinetics studies as well as an expanded set
of structural probes. It is these advancements that is the topic
of this review. Much of the review covers work in the
authors’ labs, since it has been our interest to “marry”
advanced approaches to investigate the dynamics of proteins
in general and enzymes specifically.

Because of the importance of protein dynamics to how
they function (and indeed other biological macromolecules

and complex systems), there is a substantial amount of work
ongoing in many different communities to address the
problem of determining dynamics, the evolution of atomic
and molecular structure as a function of time. The develop-
ment of computational approaches is reviewed in this issue.9

Much recent progress has been made using NMR relaxation
spectroscopy, which can characterize atomic motions on fast
(picosecond-nanosecond) and slow (microsecond-mil-
lisecond) time scales; this approach has received recent
reviews.10-12 Single molecule techniques are beginning to
find application in understanding the dynamical nature of
enzymatic catalysis (e.g., refs 14 and 15).

The essential feature of “time-resolved” studies is the use
of a trigger method to initiate chemical or structural changes
in a system, combined with a structural probe, typically
spectroscopic, which follows the evolution of the system in
time. For example, the fast dynamics of a limited set of
proteins have been studied using pulsed laser excitation
methods. These studies have focused on proteins with an
absorbing prosthetic group such as heme (e.g., refs 16-21),
retinal (e.g., ref 22) or chlorophyll (e.g., ref 23), because
the chromophore provides a convenient means to both initiate
and probe the dynamics. Generally, these experiments pump
an electronic state of the chromophore, leading to photo-
chemistry, conformational changes, or electron transfer; the
response of the chromophore is probed using techniques
which report primarily on the prosthetic group and only
indirectly on the protein itself (e.g. transient UV/vis absor-
bance) (see e.g., ref 22).

Other rapid initiation methods recently developed do not
rely on photoexcitation of a chromophoric prosthetic group;
these include laser-induced temperature-jump (T-jump),24-28

laser initiated electron transfer,29 photolytic release of caged
reagents such as ATP,30 GTP,31-34 and Ca2+,35 and submil-
lisecond rapid mixing techniques.36-39 In contrast to the
specialized optical trigger approaches, these techniques are
much more generally applicable. It will be evident below
that atomic motion can be followed by spectroscopic
techniques with structural specificity over a wide time range,
from picoseconds to minutes, given a suitable initiation of
chemical or structural evolution. We review these “trigger-
ing” approaches below and describe the accompanying
spectroscopic probes of evolving structure. There has been
much progress in time-resolved crystallographic studies, and
we do not discuss that here. The subject is well reviewed in
several recent references,40-42 including one describing time-
resolved studies in protein crystals by Raman spectroscopy.43

2. Review of Time-Resolved Approaches

2.1. Laser-Induced Temperature-Jump (T-jump)

The laser-induced T-jump technique is the most versatile
and simplest of the fast initiation approaches. This technique
perturbs the equilibrium point of interconverting chemical
species by rapidly changing the temperature, forcing the
system to establish a new equilibrium point:

The use of fast T-jump methods to displace chemical
equilibrium and measure relaxation rates was pioneered by

Robert Callender has been Professor of Biochemistry at Albert Einstein
College of Medicine since 1996. He received his Ph.D. from Harvard
University in Applied Physics in 1969. After a year of postdoctoral studies
in solid-state physics in 1969−1970 at the University of Paris, he joined
the physics faculty at The City College of New York in 1970, where he
became Distinguished Professor of Biophysics in 1989. He joined the
faculty at Albert Einstein in 1996. The focus of his studies has been
spectroscopic studies of structure and dynamics of proteins using advanced
approaches. His studies have included work on the photophysics of visual
pigments and, more recently, enzymatic catalysis and protein folding. He
developed sensitive difference spectroscopy to characterize the vibrational
structures of enzymes and fast initiation methods to probe the dynamical
nature of enzymes and the kinetics of protein folding.

R. Brian Dyer received his Ph.D. degree in physical−inorganic chemistry
from Duke University in 1985. Following a postdoctoral appointment at
LANL in bioinorganic chemistry (with Woody Woodruff), he became a
staff member in 1987. He was appointed a Laboratory Fellow in 2003.
His science interests include transition metal photochemistry and photo-
physics, bioinorganic chemistry, metalloenzymes, O2 activation (cytochrome
c oxidase and photosystem II), protein dynamics, and protein folding. In
addition to these scientific interests, he has been active in developing
new approaches to the study of dynamic processes, including time-resolved
laser and spectroscopic techniques, fast reaction initiation methods,
microfluidics, and molecular imaging. He pioneered the development of
time-resolved infrared spectroscopy and laser initiation methods and their
applications to the study of protein dynamics.

equilibrium(Ti)98
T-jump

nonequilibrium(Tf)98
relaxation

equilibrium(Tf)

3032 Chemical Reviews, 2006, Vol. 106, No. 8 Callender and Dyer



Eigen and DeMaeyer, using rapid capacitance discharge to
produce Joule heating in conducting solutions.5 Faster
T-jumps are possible using pulsed laser excitation, usually
pumping the near-infrared solvent (H2O or D2O) absorbance.
This approach was first developed for studying conforma-
tional kinetics of inorganic complexes.44 Vibrational relax-
ation takes place on the picosecond time scale both in water
and in proteins; therefore, complete thermalization of solvent
and solute can occur within 10-20 ps.45,46 By judicious
choice of temperature and solution conditions, the equilib-
rium of an enzyme reaction can be poised at any point. A
change in temperature perturbs the equilibrium in a desired
direction, and the relaxation kinetics of the system is then
measured as it approaches the new equilibrium. This ap-
proach is applicable to virtually all biomolecules, and it does
not necessarily require the introduction of extraneous reagents
into the system.

Application of the T-jump approach to the study of enzyme
reactions relies on the existence of an enthalpic difference
between the old and new equilibrium points. It can be shown
(e.g., refs 8 and 47) that the change in equilibrium between
two interconverting species for a T-jump of magnitude∆T
is given by

where K is the equilibrium constant,∆H is the enthalpy
difference between the two species (in kcal/mol), and∆T is
the temperature jump (in degrees kelvin). Hence, in general,
species which exist only in trace amounts will be difficult
to observe. Furthermore, this approach relies on at least a
small enthalpic difference between various species of the
chemical system.

Analysis of T-jump kinetics requires a kinetics model in
order to relate the observed relaxation times to the rate
constants of the model reaction.48,49The simplest case is the
relaxation between two interconverting species. One relax-
ation time is observed which is the sum of the forward and
reverse rate constants. Both rate constants can be derived
from the observed relaxation rate given the equilibrium
constant for the reaction. Bimolecular reactions can be
distinguished from unimolecular reactions by making mea-
surements as a function of concentration, as demonstrated
in the studies described below. In general, a minimal kinetic
model requires that the number of species be equal to one
more than the number of observed relaxation times. Com-
plicated reaction schemes can be solved numerically. A
general approach in which the rate equations are linearized
has been worked out in substantial detail for small perturba-
tions from equilibrium.8,47-49 This approach reduces the
kinetic analysis to an eigenvalue/eigenvector problem that
can be solved analytically, with the eigenvalues being the
relaxation times as functions of the rate constants of the
kinetics model. T-jumps of 10-20°C are too large to assume
routinely that the equations can be linearized. However,
analytical solutions and simulations comparing solutions from
a linearized approach to numerical solutions of the nonlinear
equations have shown that, often, the error is small even for
T-jumps of this magnitude.

A number of approaches have been used to achieve laser-
induced T-jumps. Initial attempts to produce T-jumps used
laser wavelengths that are not efficiently absorbed by water,
such as the 1.064µm fundamental of Nd:YAG50 or Raman
shifted pulses at 1.41µm.51 This approach was not very
successful, as only very small temperature jumps are

produced. Others used specialized lasers such as Ho:YAG52

or atomic iodine53 which lase at wavelengths that are strongly
absorbed by water. The indirect approach of pumping a
heater dye has also been used in aqueous solvents to achieve
a significant temperature jump.54 The magnitude of the
T-jump achieved with this approach was limited to a few
degrees, with the obvious additional disadvantage of possible
interferences (chemical and optical) caused by the heater dye.

Our approach to the impulsive heating of a protein solution
is direct pumping of the near-infrared absorbance of water
(near 1.54µm for H2O or 1.91µm for D2O).55 Specifically,
the pump pulse is generated by Raman shifting the funda-
mental of a Q-switched Nd:YAG laser (one Stokes shift in
methane or hydrogen, respectively) to yield a 10 ns heating
pulse. The wavelength of the heating pulse lies near the peak
of either the weak H2O (1.54 µm) or D2O (1.91 µm) IR
absorption band (σ ≈ 5-10 cm-1). These wavelengths were
chosen because they are only moderately absorbed (about
10% typically in our cells). This ensures uniform heating of
the sample within the interaction volume. Also, this fre-
quency is ideal for our purpose because proteins absorb
neither at 1.54µm (about 6500 cm-1) nor at 1.91µm (about
5200 cm-1). The typical energy densities we employ are 10-
70 mJ per pulse focused to a 200-2000µm diameter spot
size, which produces a 10-30 °C temperature jump.

Figure 1 shows a schematic of the nanosecond T-jump
instrument using IR absorption to probe the kinetic re-

sponse.55 The fluorescence T-jump instrument is not shown,
but the essence of the two instruments is the same. A
continuous laser beam, whose wavelength lies either in the
IR or the UV/vis, irradiates the sample. The change in signal
induced by the T-jump (transmission for IR or backscattered
fluorescence light) is detected in real time; hence, a very
accurate baseline is automatically provided, and quite small
changes can be determined. The continuous wave, lead-salt,
infrared diode laser shown in Figure 1 is the one chosen for
IR output at 1600-1700 cm-1 to cover the protein amide I
vibrations. Other frequencies are available to cover various
functional groups, including important substrate and active
site groups such as carboxylic acid (1700-1760 cm-1) and
carboxylate (1520-1590 cm-1) modes, imidazole modes
(1400-1500 cm-1), and phosphate modes (980-1050 cm-1).
The probe light for the UV/vis absorption and emission
measurements is a CW argon or krypton ion laser. A number
of output frequencies are available between the two lasers,

Figure 1. Laser-induced T-jump relaxation spectrometer using IR
absorption as a probe. The time response is 20 ns to 10 ms, and by
varying the laser diodes, the total frequency range spanned by this
is system is 900-3200 cm-1.

(∆K/K) ) (5.67× 10-3)∆H∆T
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and the entire UV/vis range is well spanned. In particular,
the argon ion laser running in the deep UV, which puts out
light at several wavelengths from 275 to 305.6 nm, can be
used to excite Trp and Tyr fluorescence,56,57or the near UV
at 360 nm is used to pump the reduced ring of NAD(P)H.56

Several wavelengths spanning the visible region are also
available from these lasers. The temperature change induced
by the T-jump in the UV/vis emission and absorption
relaxation spectrometers is determined by the changes in
absorption of IR light produced by a photodiode passing
through the laser interaction volume (optics not shown). The
UV/vis absorption arrangement (not shown) is the same as
that for the IR absorption spectrometer except that a
frequency tunable arc lamp is used as the probe source.

We have characterized the laser-induced T-jump produced
with both nanosecond and picosecond pump pulses using
time-resolved IR spectroscopy. The temperature dependence
of the mid-IR spectrum of D2O serves as an internal
thermometer to map the temporal and spatial profiles of the
T-jump. The IR response of the D2O spectrum to a
temperature change was determined from equilibrium FTIR
spectra as a function of temperature. In the amide I region,
from 1600 to 1700 cm-1, there is an increase in the
absorption of D2O with temperature. The absorbance change
is linear, with a nearly constant slope of 3× 10-3OD/°C
(100 µm path length) over this whole spectral region. This
absorbance change can be used to characterize the dynamics
of the T-jump. Figure 2 shows the kinetic mid-IR response

to a T-jump produced in a D2O solution pumped with ca.
40 ps and 15 ns heating pulses. The probe wavelength of
these particular traces was 1665 cm-1, although an identical
kinetic response is obtained at other wavelengths. The rise
time of the kinetic response is 45 ps and 20 ns, respectively,
which simply follows the instrument response function in
each case. It is clear that the energy deposited by the pump
pulse is thermalized, and the T-jump is complete even on
the earliest time scale that we can measure with our ultrafast
IR setup. The decay (not shown) of the T-jump occurs on
the millisecond time scale, dominated by the transfer of heat
from the interaction volume to the cell windows. The
magnitude of the temperature jump can be determined from
the magnitude of the absorbance change and the established
(from the FTIR data) linear dependence of the absorbance
on temperature. The data shown in Figure 2 correspond to
about a 12°C T-jump in both cases. This experimentally

determined (calibrated) temperature rise is in excellent
agreement with what we calculate for the theoretical
expectation, based on the measured interaction volume and
pump absorbance, and the literature values of the density
and specific heat of water.

Finally, there are some potential pitfalls of the laser-
induced T-jump approach outlined above. The limited laser
pulse energy available at the appropriate infrared wavelength
combined with the energy-to-volume ratio required to
produce a reasonable T-jump greatly restricts the interaction
volume. High spatial mode quality and minimal optical
aberrations are required to achieve the required beam quality
and interaction volume. Strong focusing conditions can also
produce many undesirable effects; with short (5 ps) pulses,
nonlinear effects such as self-focusing, water breakdown, and
continuum generation are possible. With both picosecond
and nanosecond pulses, photothermal effects such as cavita-
tion and shock waves are possible. Fortunately, all of these
effects have characteristic thresholds that usually lie well
above the energy density required to produce a T-jump of
reasonable magnitude (10-20 °C). The photothermal/cavita-
tion effects also produce easily identifiable signatures in the
time-resolved experiments58 and can be avoided by decreas-
ing the energy density or by changing the optical alignment.
We have found that thoroughly degassing the samples is
crucial in avoiding cavitation artifacts.

2.2. Time-Resolved Spectroscopic Probes
Structural characterization of protein dynamics requires

spectroscopic tools with sufficient time resolution and
structural sensitivity. Fluorescence, UV/vis, and IR absorp-
tion can follow kinetics down to the picosecond time scale,
regardless of the reaction triggering approach (T-jump and
other methods reviewed below), since the characteristic times
of these spectroscopies are 10-100 fs. The structural
specificity of the optical spectroscopies arises from the
probing of specific chromophores. For example, emission
from the indole ring of a single Trp residue within sizable
proteins is easily measured. The structural sensitivity of
vibrational spectroscopy is very well established. In general,
molecular groups yield well-defined vibrational spectra at
specific frequencies and intensities characteristic of the
specific group. The accuracy of correlations between vibra-
tional frequencies and key bond properties can be very high.
For example, empirical correlations of bond vibrational
frequencies have been used in some cases to determine bond
lengths to within(0.005 Å, bond orders to within(0.04
valence units, and hydrogen bonding enthalpies to within
(0.5 kcal/mol (e.g., ref 59). Protein dynamics can involve
changes in protein backbone conformation and H-bonding,
in the orientation and packing of side chains, in the solvation
of these structures, and so forth, all of which will be reflected
in changes in the vibrational spectrum. Two problems have
tended to limit the usefulness of IR spectroscopy in the
characterization of proteins. One is that water, the natural
environment of proteins, absorbs strongly throughout the
infrared and has intense absorbance near 3300, 1600, and
<800 cm-1. This problem is usually mitigated by the use of
D2O to access spectral “windows” which are intractable in
H2O. T-jump relaxation spectrometers can pump either H2O
or D2O. Second, the nearly 104 vibrational modes of a typical
small protein and the limited frequency dispersion compared
to line width combine to produce extreme spectral conges-
tion. Over the past decade, however, revolutionary develop-

Figure 2. Laser-induced T-jump response of D2O absorbance at
1665 cm-1. The “pump” heating pulses are 40 ps and 15 ns,
respectively.

3034 Chemical Reviews, 2006, Vol. 106, No. 8 Callender and Dyer



ments have occurred in several areas of vibrational technique
including difference methods and isotope editing (e.g., ref
59). These developments greatly enhance our ability to assign
the vibrational observables to specific structures.

2.3. Laser-Induced pH-Jump
Many enzymatic reactions are pH sensitive, and their

equilibria can be shifted by a change in pH. Thus, another
approach to the study of fast enzyme dynamics, particularly
for reactions involving proton transfer, is the laser-induced
pH-jump. The laser-induced pH-jump and its application to
proton-transfer dynamics in proteins has been demonstrated
by several groups.60-62 It is well-known that electronically
excited states of many organic molecules have different
acid-base properties than their ground states. For example,
8-hydroxypyrene-1,3,6-trisulfonate or 2-naphthol-3,6-disul-
fonate has an excited-state acid dissociation constant (pK(S1)
) 0.5) which is much lower than the ground-state value
(pK(S0) ) 7.0). These compounds effectively emit protons
in their excited states. Alternatively, compounds such as the
phenylpyridines (pK(S0) ) 5, pK(S1) > 10) and acridine
(pK(S0) ) 5.5, pK(S1) ) 10.6) take up protons in the excited
state. The efficiencies and kinetics of these processes have
been examined in water solution. Gutman and co-workers
have examined the dynamics of the proton emitters using
short pulsed laser excitation and monitoring the spectral
changes of the emitter or of various pH indicators to follow
the reaction. Their results indicate that the ejection of protons
from the emitters generally occurs within 100 ps and that
the rate of protonation of the indicator dye is diffusion
controlled.60 The measured concentration of protons gener-
ated was 10-5 to 10-4 M, using modest dye concentration
(100µM) and laser pulse energy (50 mJ). This corresponds
to a 3-5 unit decrease in the pH of the solution (e.g. from
7.5 to 4.5). The microsecond duration of the pH-jump is
controlled by the recombination of protons with the ground-
state ionized proton emitter. The indicator, however, which
is protonated during the pulse, remains in its protonated state
for a much longer period of time, proportional to its intrinsic
acid dissociation constant.

The successful application of the laser-induced pH-jump
to enzyme studies has a number of prerequisites. The
biochemical inertness of the pH-jump reagent and its ground-
state anionic form must be established. The pH-jump reagent
must be chosen with a pK(S0) matched as closely as possible
to the starting pH: in the case of an emitter, the starting pH
can obviously not exceed pK(S0); for an acceptor, the initial
pH must be less than pK(S0). In addition, the basicity of the
anionic form and its reactions with water or with proton
donors from the protein or peptide must be considered.
Second, the dynamics of proton emission or uptake and pH
equilibration with the protein must be established before the
subsequent protein dynamics can be analyzed. A final
consideration is the potential interference of the reagent with
spectral measurements of the protein dynamics. The viability
of the laser-induced pH-jump for the study of enzyme
dynamics has been demonstrated by several groups, including
our own.63,64 Furthermore, we have shown that this meth-
odology can be easily coupled with time-resolved IR
techniques to probe the protein dynamics.65

A different approach is needed to produce a persistent pH-
jump, that does not revert to the starting conditions when
the system relaxes to the ground state. Persistent pH-jumps
have been achieved using photolabile “caged protons”. Thus,

o-nitrobenzaldehyde has been used to produce a 1-2 pH
unit jump within 50 ns following pulsed laser excitation at
355 nm.66 UV photolysis ofo-NBA (o-nitrobenzaldehyde)
results in an intramolecular redox reaction yieldingo-
nitrosobenzoic acid (Scheme 1). The redox reaction is

reported to occur with an efficiency of 50% and with a rate
constant of 2× 109 s-1. Rapid H2O addition to the aci-ketene
intermediate yields the benzoic acid. Thus, the photochem-
istry is irreversible and produces a product that does not
absorb the pump wavelength and is unreactive with respect
to proteins. This caged proton approach has been used to
study the kinetics of the pH-induced unfolding of apomyo-
globin.67 The major problem with this particular reagent is
its limited solubility in water (∼500 µM), which restricts
the magnitude of the pH-jump which can be produced in
the presence of a protein. The buffering capacity of many
proteins, for example, together with the∼100µM concentra-
tion needed for vibrational spectroscopic measurements
combine to limit the pH change achievable with this reagent
to about 1 unit. We have found that addition of small
amounts (0.5%) of CH3CN cosolvent greatly increased the
solubility of o-NBA.

Another class of more soluble “caged proton” reagents is
based onp-hydroxyphenacyl (pHP) esters68,69 (Scheme 1).
It is known that several pHP esters, including pHP ATP and
other phosphates, pHP glutamate, pHP GABA and other
carboxylates, and pHP mesylate and tosylate, all release the
ester group as an acid. The pHP chromophore also quanti-
tatively rearranges to a second acid,p-hydroxyphenyl acetic
acid, thus releasing two new protic acid sites per reacting
pHP ester. Thus, the reaction effectively releases two protons
per photolysis event. These reactions occur with apparent
rate constants that approach 108 s-1 and with a quantum
efficiency between 12 and 20%. These reagents are suf-
ficiently soluble to produce much greater pH-jumps, even
in the presence of a significant concentration of protein.

Our work on the dynamics of a model peptide system
illustrates the effectiveness of the laser-induced pH-jump as
a reaction trigger, particularly when coupled with IR
spectroscopy as a structural probe. We usedo-NBA to
generate a persistent pH-jump and IR spectroscopy to follow
the structural changes of a helical peptide model, poly-
glutamic acid.65 Polyglutamic acid forms a random coil at
neutral pH due to the repulsive forces of the ionized
carboxylate side chains. However, at low pH (pKa ∼ 3.4),
as the carboxylate side chains become protonated, the peptide
forms anR-helix. The FTIR difference spectrum following
a 266 nm excitation pulse (7 ns, 1 mJ) is shown in Figure 3,
overlaid with that ofo-NBA alone. The short laser pulse
generates a 2 pHunit change (from 6.0 to 4.0) within 100
ns. The difference spectra were computed from the spectrum
after the flash minus the dark spectrum. Clearly, the pH-

Scheme 1. Photolysis of “caged proton” reagents
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jump initiates two major changes in the polyglutamic acid
spectrum. First, the side chains become protonated, as
evidenced by the disappearance of the glutamate COO-

bands (1410 cm-1, sym stretch; 1555 cm-1, asym stretch)
and the appearance of the corresponding protonated band at
1715 cm-1. Second, the polyglutamic acid becomes helical,
as evidenced by the specific shift in the amide I absorbance.
In addition, there is evidence from a new peak in the amide
I region that the peptide aggregates once it is folded at the
concentration used for the FTIR experiments. Furthermore,
a kinetics trace obtained at the “marker” position for helix
wavelength indicates that the helix is completely formed
within the time resolution of the experiment (50 ns). These
results demonstrate the viability of the laser-induced pH-
jump as an approach to the rapid initiation of protein
dynamics, and they also demonstrate the sensitivity of the
time-resolved IR approach to the specific structural changes
(side chain protonation and backbone conformational changes).

2.4. Rapid Mixing Methods

Continuous flow fast mixing methods are perhaps the most
general approach to the study of reaction kinetics, although
the time resolution of these techniques is limited. These
techniques can be applied to any enzymatic reaction by
mixing separate enzyme and substrate streams. Since mixing
methods rely on diffusion of the enzyme and substrate
together, the time resolution is fundamentally limited by the
length scale of the mixing process. Two different strategies
have been pursued to minimize the mixing length scale and
thus to maximize the time resolution of these techniques.
The first approach relies on turbulent flow to achieve mixing.
The most successful turbulent flow mixer design was
developed in 1985 by Clegg and co-workers.70 This design
uses a tapered outer capillary and an inner, smaller-outer-
diameter capillary to introduce the two flows to be mixed.
A platinum bead is held at the openings of the two capillaries
and nearly plugs their outflow. The two sample streams are
forced to flow around the sphere at a high flow rate, causing
rapid mixing. The mixed stream is then passed through an
observation cell, to allow spectroscopic detection of the
reaction progress. The fluorescence or absorbance spectrum
is obtained as a function of distance along the flow, which
can then be converted to time using the flow rate and volume
of the flow cell. Using a two-dimensional CCD detector, the

full temporal and spectral response can be recorded simul-
taneously. The main disadvantage of this approach is the
relatively large sample consumption because of the high flow
rates needed to produce turbulent flow. Thus, at the fastest
time resolution reported for a turbulent flow mixer (∼50µs),
the mixer consumes nearly 1 mL of sample per second.71

The amount of protein required is considerable, depending
on the protein concentration and length of signal averaging
necessary to produce acceptable signal levels. A number of
groups have successfully adapted the Clegg mixer design
for the study of protein dynamics, mostly protein folding
dynamics.71 There is one report on the use of this approach
to study fast hydride transfer in proton-translocating trans-
hydrogenase (see section 3).72

An alternative approach has been developed using mi-
crofluidic devices that rely on hydrodynamic focusing of a
sample stream, by a surrounding (sheath) stream.73,74Because
flow rates are much smaller in these devices, the flow is
laminar and the sample and sheath streams do not mix.
Instead, the reaction is initiated by diffusion of the enzyme
substrate into the central sample stream from the sheath flow.
We have combined this approach with laser “flash” initiation,
using laser photolysis to initiate the reaction. This micro-
fluidics flow-flash experiment is outlined in Figure 4. MbCO

(myoglobin ligated with carbon monoxide) is placed in the
central sample stream, while an oxygenated buffer is used
as the sheath flow. Downstream of the hydrodynamic
focusing region, the oxygen diffuses into the central sample
stream but does not react with Mb, because the reaction is
inhibited by the presence of CO. Once the sample stream is
equilibrated with O2, a few millimeters downstream from
the focusing region, the sample is flowed through a sharply
focused, continuous wave laser beam (Ar ion, 514 nm). The
laser beam photolyzes the CO and initiates the reaction with
O2. The reaction progress is followed by obtaining the full
UV/vis absorbance spectrum using a Xe arc lamp source,
an imaging spectrograph, and a CCD detector (Figure 4).
The two-dimensional CCD detector records the full spectrum
as a function of distance (time) downstream of the laser
excitation beam. Thus, the full spectral and temporal response
is recorded in a few seconds of integration time, requiring
only a few microliters of dilute (100µM) protein solution.
Furthermore, either fluorescence or Raman detection can be
implemented with the same instrument design. Microfluidics
flow-flash improves the time resolution of the flow experi-
ment to a few microseconds, since it is not limited by the
diffusion of reactants together but rather by the spatial
resolution of the excitation and detection schemes. The
sample requirements are very small, and the approach is

Figure 3. FTIR difference spectra of ano-NBA + polyglutamic
acid mixture following a single 266 nm laser pulse, which induces
a pH-jump from 6.0 to 4.0, triggering the coil-helix transition of
the polyglutamic acid.

Figure 4. Microfluidics flow cell with UV/vis, fluorescence, and
Raman detection capabilities.
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useful for any reaction that can be photochemically initiated.

3. Specific Studies
Although just at a very early stage, a sufficient number

of studies have been carried out to begin to see the
fruitfulness of time-resolved approaches to study the dynami-
cal nature of enzymatic catalysis and also some aspects of
their limitations. The results of the few studies performed
to date show how little we really understand the dynamical
nature of proteins. We summarize the results of studies
performed to date.

3.1. Triosephosphate Isomerase (TIM)

3.1.1. Triosephosphate Isomerase (TIM)sA
Laser-Induced T-Jump Study

The dynamics of forming the Michaelis complex and the
kinetics of ligand binding and loop movement in triosephos-
phate isomerase (TIM) were characterized using T-jump
relaxation spectroscopy coupled with fluorescence of Trp
residues as the structural probe.75 Yeast TIM enzyme contains
three Trp residues. One of these, Trp168, is located in the
catalytically important surface loop of the enzyme. Since
Trp168 is located at the edge of the mobile loop in TIM
(residues 166-176) that closes over bound substrate, des-
olvating the active site and bringing substrate into contact
with key protein residues, it was expected that the indole
ring emission of this residue would be sensitive to loop
closure since the indole ring solvation is significantly
modulated during this motion. Accordingly, structural speci-
ficity in this study was achieved by constructing a double
mutant of S. cereVisiae TIM (Trp90Tyr and Trp157Phe)
which yields the single Trp containing, Trp168, protein. The
TIM (Trp90Tyr and Trp157Phe) mutant has been shown to
have identical catalytic properties to those of the wild-type
protein.

Figure 5 shows the kinetic response to a 20°C T-jump of
the emission of the indole ring as stimulated in the deep UV
and measured at 340 nm of the unligated protein (panel A)

and of TIM in the presence of glyceraldehyde 3-phosphate
(G3P), which is a nonreactive substrate analogue (panel B).
The only part of the relaxation kinetic profile influenced by
the presence of the ligand in panel B is the region from about
1 µs to about 1 ms. For the unligated TIM (panel A), this
region is flat, a period of constant intensity, much like the
kinetic profile for tryptophan in solution by itself. The
relaxation kinetics at 20°C for TIM ligated with 5 mM G3P
in panel B could be fitted to a single-exponential equation
and had a lifetime of 94( 5 µs. A detailed study of the
TIM-G3P system revealed that the observed relaxation
kinetics vary with both the final temperature of the T-jump
and the ligand concentration (Figure 6). The higher the final

jump temperature, the higher is the rate of the single-
exponential fit to the relaxation kinetics. Also, as the
concentration of the ligand increases, the rate and the
amplitude of the relaxation kinetic profile increase.

The variation of the observed rate,kobs, with the concentra-
tion of free ligand and protein as shown in Figure 6
demonstrates that the observed phenomenon is NOT a simple
bimolecular reaction of substrate binding to protein. In that
case, the observed rate would scale linearly with concentra-
tion; however, saturation was observed. Hence, a kinetic
model must include a monomolecular step in addition to the
bimolecular encounter reaction. To explain the kinetic data,
the following was postulated as the minimal plausible kinetic
model, where open and closed refer to the geometry of the
loop:

Assuming the initial protein-ligand encounter complex,
with TIM in the loop open conformation, forms much more
rapidly than the rate of loop closure, which is very likely
given the high (mM) concentrations of substrate analogue
in these studies, the kinetics of the second step is influenced
by the concentrations of free protein and ligand through the
concentration of TIMopen/G3P. The following functional form
of the rate of the second step, the loop closure step, is derived
providedkon . kopen, kclosed (e.g., refs 5, 8, and 49):

Figure 5. Emission, plotted relative to that before the T-jump, at
340 nm in response to a 20°C T-jump of a solution of 250µM
TIM: (A) unligated TIM; (B) TIM plus 5 mM G3P. The observed
responses from 10 to 500 ns (data not shown) and at 1.8 ms do not
arise from a response to the binding of a ligand to TIM, but they
are likely due to artifacts and due to diffusive cooling of the sample,
respectively. TIM, triosephosphate isomerase; G3P, glyceraldehyde
3-phosphate, a nonreactive substrate analogue.

Figure 6. Rate of the relaxation signal in response to a 20°C
T-jump for the TIM + G3P system for various concentrations of
free TIM and ligand (i.e., G3P) and temperatures: TIM, triose-
phosphate isomerase; G3P, glyceraldehyde 3-phosphate, a nonre-
active substrate analogue.

TIM + G3P{\}
kon

koff
TIMopen/G3P{\}

kclosed

kopen
TIMclosed/G3P
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Using this functional form to fit the results of Figure 6 (solid
curves), the values ofkopen, kclosed, andkon/koff are obtained
(Table 1).

The data support a model in which the rates of the loop
opening/closing for TIM are dependent on the ligand, which
results in an opening rate in the presence of the product that
is comparable to enzymatic throughput,kcat. Since the rates
were studied as a function of the sample temperature
following the jump, a number of thermodynamic conclusions
could be reached. The enthalpies of activation of the loop
motion,∆Hq

closeand∆Hq
open, were estimated to be 13.8 and

14.1 kcal/mol, respectively. Given that the∆Gq values of
the opening and closing motions, being on the submillisecond
time scale, must be close to the measured enthalpic values,
the entropic contributions to both∆Gq

close and ∆Gq
open are

close to zero. This very interesting result is at first at odds
with the notion that the loop may well be quite disordered
in the open conformation; it was speculated that the
contribution of the changing water structure as the loop
motion proceeds needs to be taken into account. The enthalpy
of dissociation estimated from the kinetic studies is in
reasonable agreement with steady state values. Moreover,
the enthalpy was dissected, for the first time, into components
associated with ligand binding and with protein conforma-
tional change. Perhaps surprising, the overall binding en-
thalpy of about 9 kcal/mol was found to have a substantial
contribution from the formation of the encounter complex,
found to contribute 6 kcal/mol of the overall 9 kcal/mol. In
contrast, the population ratio of the open to closed loop
conformations is found to favor the closed conformation but
to be substantially less temperature dependent than the final
ligand release step from the encounter complex.

It should be pointed out, even stressed, that similar binding
behavior and conclusions have been observed in many
enzyme systems (reviewed in refs 8, 76, and 77) in, for
example, studies using the T-jump (electrical heating)
approaches of Eigen and DeMaeyer.5 What is new is the
substantially enlarged time range that can be probed with
the newer techniques, an attribute shown to be important by
the TIM studies, and, also, which is illustrated below, a
substantially more developed set of structural probes.

3.1.2. Triosephosphate Isomerase (TIM)sComparison of
Time-Resolved Results to NMR Relaxation Studies

Since the dynamics of the formation of the Michaelis
complex in TIM were studied both by NMR relaxation
studies78,79 and by time-resolved studies (e.g., T-jump, ref
75; see section 3.1.1 above), this offers an opportunity to
compare the two methods. The strengths and weaknesses of
these two families of methods will sometimes make one more
appropriate than the other. NMR spectroscopy can offer

wide-ranging specific structural signatures in connection with
the motion; that is, it can report the spatial extent of the
motion or offer direct evidence for the structural substates.10,11

By comparison, the structural specificity of IR absorption
spectroscopy, when accompanied by isotope editing tech-
niques, is very specific to specific structural changes and
can often be quite well interpreted in terms of underlying
interactions; but, this approach is limited to a relatively sparse
set of structural probes (to those specific molecules that can
be tagged by isotopic labeling, for example). The structural
origins of fluorescence changes are often more obscure but,
still, for suitably placed chromophoric probes, yield markers
of atomic motion at well-defined locations. Both time-
resolved and NMR methods have somewhat limited regimes
in which they can work: for NMR, substantial populations
for the alternative conformation are usually needed, and
changes in the NMR chemical shift are required, whereas,
for T-jump methods, the states must differ in enthalpy, and
changes in IR stretching frequencies and/or fluorescence yield
for the two states are essential when optical probes are used
as reporters of structural changes. Due to the strong detection
sensitivity of especially fluorescence but also IR absorbance,
optical relaxation spectroscopy can be highly sensitive to
motions on a broad range of time scales (as fast as
picoseconds, in principle, and as slow as minutes or longer),
including rather small population changes, and thus can be
expected to reveal conformational events that are too subtle
for NMR methods as well as allowing a more thorough
dissection of the kinetic properties, including the thermo-
dynamics of the underlying conformational changes. In the
case of the TIM loop motion, both NMR78,79 and T-jump
fluorescence approaches75 were viable probes of the binding
of ligands to the protein. Both yielded the same kinetic
mechanism for binding. Both were able to yield the loop
opening rate and its temperature dependence quantitatively,
and despite many complexities in the ligand dependence,
essential agreement between the NMR and the fluorescence
derived kinetics was achieved. The T-jump fluorescence
approach was able additionally to report on the values of
some of the other microscopic rate constants along the
binding pathway.

3.2. Lactate Dehydrogenase (LDH) −Laser-Induced
T-Jump Studies

3.2.1. Formation of the LDH/NADH Complex
Laser-induced temperature jump relaxation spectroscopic

techniques have been employed to examine the kinetics of
NADH binding to lactate dehydrogenase over a nanosecond
to millisecond time scale.80 The bimolecular rate process with
an experimental lifetime of 290µs was easily observed, as
were multiple unimolecular faster events (with relaxation
times of 200 ns, 3.5µs, and 24µs), revealing a rich
dynamical nature of the binding step. In solution, measurable
populations of intermediates were found whose structures
are between ligand and protein unassociated in solution and
the bound protein-ligand conformation taken to be the
catalytically active one. The results emphasize the dynamic
nature of binding and the concept of multiple populated
substates of a protein and a protein-ligand system, some of
which may well not be functional. The results also emphasize
that much is happening on fast times scales which has been,
heretofore, largely inaccessible to either experiment or theory.
The authors of this study conjectured a view that the binding
of NADH to LDH proceeded via the formation of a rather

kobs)
kclose

1 + koff/(kon{[TIM] + [G3P]})
+ kopen

Table 1. Rate Constants for the Loop Dynamic in TIM at
Different Final Temperatures after the T-Jump

final temp
(°C)

kopen

(s-1)
kclose

(s-1)
koff/kon

(M)

10.0 800( 400 12700( 600 0.0091( 0.0020
18.8 1300( 600 26500( 700 0.0099( 0.0013
25.0 2500( 1000 46700( 1000 0.0157( 0.0026
40.0 8900( 1900 (1.31( 0.05)× 105 0.029( 0.003
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nonspecific structured encounter complex followed by mo-
tions whereby, with the adenine moiety anchored to the
protein surface, the nicotinamide group works its way into
the binding pocket (perhaps the slower 24µs phase) and,
arriving closer to its binding pocket, searches and makes its
correct contacts that orient the nicotinamide group properly
for the later catalysis steps (the ca. 200 ns and 3.5µs phases).

3.2.2. Formation of the Michaelis Complex in LDH
The Michaelis complex of LDH involves the formation

of a ternary complex (LDH/NADH‚pyruvate) whereby, in
an ordered fashion, LDH binds first NADH and then the
substrate pyruvate. Hence, formation of the Michaelis
complex can be followed by studying the dynamics of
binding LDH/NADH with pyruvate. Studies were recently
performed using the substrate surrogate oxamate, so that the
observed kinetics do not include any catalyzed chemical
steps, via laser-induced T-jump triggering. The evolving
structure was monitored from modulations of the fluores-
cence emission of the reduced nicotinamide group of
NADH56,81 and from changes in the stretching frequencies
of key bonds of oxamate, which were identified via isotope
edited IR absorption spectroscopy.82 To access a wide time
range, standard stopped-flow kinetic approaches (slower than
1 ms) and laser-induced temperature-jump relaxation spec-
troscopy (10 ns to 10 ms) were employed; the dynamic range
of the combined approaches covered 10 ns to minutes, some
10 orders of magnitude

Due to the sensitivity of the NADH emission, the binding
kinetics could be worked out in detail;81 the kinetic pathway
was verified in the isotope edited IR studies.82 The results
are well explained by a kinetic model that has binding taking
place via a sequence of steps: the formation of an encounter
complex in a bimolecular step followed by two unimolecular
transformations on the microsecond and millisecond time
scales (Scheme 2). Details of specific structural transforma-

tions were well revealed using the IR isotope editing
approach. It appears that the various key components of the
catalytically competent architecture are brought together as
separate events, with the formation of a catalytically key
strong hydrogen bonding between active site His195 and
substrate early along the binding pathway (occurring on the
500 µs time scale) and the closure of the catalytically
necessary protein surface loop over the bound substrate as
the final event of the binding process on the several
millisecond time scale. This loop remains closed during the
entire period that chemistry takes place for native substrates
and, as is the case for TIM, loop dynamics limit the observed
kcat. However, the LDH/NADH‚oxamate complex, taken to
strongly resemble the Michaelis complex for this protein,
consists of a distributed set of conformations interconverting
among each other on fast times scales; some of these ternary
complexes are not catalytically competent.

It was possible in these studies to obtain all of the
microscopic rate constants along the pathway of binding;
the on-enzymeKd values (the ratios of the microscopic rate

constants for each unimolecular step) are not far from one.
Hence, the effective binding constant for the formation of
the encounter complex is very close to that of the formation
of the catalytically active Michaelis complex. These results
reinforce a picture of the physics of enzyme catalysis
simultaneously requiring rigidity to maintain close contact
between reacting molecules and crucial contacts with active
site residues but also flexibility sufficient to get substrates
in and out of the binding pocket in a timely fashion. So while
the existence of substantial populations of nonactive “Michae-
lis complexes” seems at first sight inefficient, this may be
necessary to permit required entry and leaving of substrates
from active sites. It was appreciated that the on-enzymeKd

values along the binding parthway are not far from one; this
appears to be a required design feature of a certain class of
enzymes in order to achieve efficient catalytic throughput
(see e.g. refs 83 and 84).

Several interesting features of the binding thermodynamics
were revealed. It was found that most of the binding enthalpy,
about 15 kcal/mol for oxamate binding to LDH/NADH,
occurs along with the formation of the crucial strong H-bond
between His195 and substrate. The on-rate constant of LDH/
NADH with oxamate shows counter Arrhenius behavior,
with its value decreasing sharply with temperature up to ca.
40 °C (the highest temperature studied). Moreover, its
strongly nonlinear temperature dependence with 1/T is
evidence for a large temperature dependence of the activation
binding enthalpy,∆H°q

kon. This is a most notable result since
the specific heat difference between the transition state and
the ground state for forming the LDH/NADH‚oxamate
encounter complex,∆Cq

p ) 790 cal/(mol K), is very large.
Such large changes in heat capacity are typically observed
in the unfolding of proteins, and the change in heat capacity
is generally ascribed to the exposure of hydrophobic residues
to water. It was speculated that either substantial, ca. 10-
15%, transient melting of the protein or rearrangements of
hydrogen bonding and solvent interactions of a number of
water molecules, or both, appear to take place to permit
substrate access to the protein binding site.

Interestingly, the dynamical nature of how LDH functions,
as described by the kinetic results above, appears to be very
sensitive to quite specific structural factors, as revealed in
studies of the so-called LDH/NAD-pyruvate adduct complex.
The essential structural difference between the adduct
complex and the true LDH/NADH‚pyruvate Micahaelis
complex is believed to be just the covalent bond between
the C4 position of NAD’s nicotinamide ring and C3 of
pyruvate. Hence, much of the relative motion between the
NADH and pyruvate substrates is strongly constrained. This
(small) structural change apparently leads to completely
different dynamics. A series of T-jump measurements were
performed, and shifts in the stretching frequencies of the
pyruvate’s CdO and COO- moieties were monitored by
isotope edited IR absorption in the 10 ns to 2 ms time range
for the LDH/NAD-pyruvate adduct complex.56 No motion
of any of the active site groups (the bound substrate like
moiety or active site residues) was observed even up to
temperatures approaching the melting of the protein; it is as
if the “freezing” of relative motion between NADH and
pyruvate immobilizes the entire active site.

3.2.3. Kinetic Processes Associated with On-Enzyme
Chemistry and Conformational Changes in LDH

Mixing substrate/product and enzyme in comparable
concentrations yields, after coming to equilibrium, bound and

Scheme 2. Formation of the LDH Michaelis complex at 20
°C
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unbound enzyme and substrate/product as well as Michaelis
complexes consisting of interconverting enzyme/substrate
and enzyme/product productive complexes. For example,
when mixing LDH, NAD+, and lactate under suitable
conditions, the species shown in Scheme 3 are formed in
the mixture at equilibrium. At high concentrations of enzyme
and cofactor and with an excess of lactate (required to
populate the pyruvate side of the reaction since the right-
hand side of Scheme 3 is strongly favored at equal

concentrations), all the species are well populated.85 Ap-
plication of a laser-induced T-jump results in the system
coming to a new equilibrium among the species. In this way,
chemical events associated with on-enzyme chemistry on
time scales faster than milliseconds have been examined for
the first time in this enzyme. Monitoring the emission of
NADH characterizes the binding event,

since the emission of the dihydronicotinamide group of
NADH is heavily quenched when the ternary complex is
formed. Following absorption of the NADH dihydronico-
tinamide headgroup near 340 nm reports directly on the

interconversion since absorbance of NAD+ at this wavelength
is minimal and there is little change in the NADH absorbance
when pyruvate binds to LDH/NADH. These experiments are
in progress. Preliminary studies of the response as monitored
by NADH emission yielded four rates: two near the
microsecond time scale and two around 1 ms.85 The
dissociation of pyruvate from LDH/NADH, and loop open-
ing, is observed as a 3.4 ms transient in this study, in
agreement with the oxamate studies discussed above (section
3.2.2). The other three events are then assigned to unimo-
lecular events: one near 1 ms and the two faster events at
0.6 and 8µs. The 1 ms relaxation time is similar to the
unimolecular event found in the studies of the substrate
surrogate oxamate binding to LDH/NADH (section 3.2.2).
It is unclear to what process the two fast events are due. In
transient absorption studies (Zhadin and Callender, unpub-
lished data), the chemical step, involving hydride transfer
from C4 of NADH to C2 of pyruvate, is resolved for the
first time in this enzyme system. At 20°C the on-enzyme
pyruvate-lactate relaxation time is approximately 1.7 ms
and shows a primary kinetic H/D isotope effect of about 1.6.

3.3. Hydride Transfer in Transhydrogenase s
Continuous Flow Rapid Mixing To Resolve the
Hydride Transfer Step

Although this section and the next describe studies of time-
resolved enzymology with little data on protein dynamics,
these recent studies demonstrate nicely applications of newly
developed approaches that can probe the connection of
dynamics to function in enzymes in ways not heretofore
possible. For example, the typical time for the hydride
transfer step in redox enzymes that employ NAD(P)H
coenzyme lies within the resolution of conventional stopped-

flow devices, about 1 ms. However, this is not always the
case. Transhydrogenase, an enzyme found in the inner
membranes of animal mitrochondria and in the cytoplasmic
membranes of many bacteria, catalyzes the hydride transfer
between NAD(H) and NADP(H). The hydride transfer step
in the enzyme for the NAD+ to NADPH step is known to
be much faster than 1 ms and was resolved recently using a
rapid mixing continuous flow device.86 The reporter for the
chemical step was Trp fluorescence coming from mutant
enzyme whereby a single Trp residue was judiciously
incorporated into the protein. The first order on-enzyme rate
constant was found to be 21 200 s-1 with a primary kinetic
H/D isotope effect of approximately 2.

3.4. Hydrolysis Reaction of the Ras Protein sThe
Use of Caged Compounds

Ras is a cellular messenger whose importance in mam-
malian tumorogenesis has resulted in intensive studies of its
function at the molecular, cellular, and organismic levels.
Ras plays essential roles in regulating the cell cycle,
apoptosis, mitogen-activated protein kinase pathways, and
retroviral activation. Ras binds both GDP and GTP, and it
is active in the GTP form. The allosteric interactions that
mediate signaling between GTPases and their targets are
typically switched from on to off by the on-enzyme hydroly-
sis of GTP. Hence, the structures of the Ras/GDP and Ras/
GTP forms, the interconversion between these two species,
and the complexes of Ras with other compounds or proteins
that affect the on-enzyme rate of GTP hydrolysis are all
important. Crystallographic87-92 and vibrational93-96 struc-
tures of Ras/GTP and Ras/GDP have been studied in steady-
state non-time-resolved investigations. In these cases, the
labile Ras/GTP species can be characterized either by
working at low temperatures (near 0°C) where the hydrolysis
reaction is slowed or via the use of nonhydrolyzable GTP
analogues. Several time-resolved studies have been per-
formed using caged GTP as a photochemical trigger in both
crystallographic and FTIR studies.

3.4.1. Time-Resolved Crystallographic Studies

Caged GTP was found to cocrystallize well with the Ras
protein. Crystallographic data were taken on the caged GTP/
Ras complex, the hydrolysis reaction was intiated by light
in the 300-400 nm range, and the time dependence of the
reaction was followed.33,40,97 The structure refinements
showed that the structure of the Ras/GTP Michaelis complex
is similar to those of complexes of Ras with nonhydrolyzable
GTP analogues and that the on-enzyme hydrolysis reaction
proceeds in the same manner for crystal complexes of Ras/
GTP as it does for protein-nucleotide complexes in solution.
No kinetic intermediate from Ras/GTP to Ras/GDP+ Pi
was found to accumulate.

3.4.2. Time-Resolved FTIR Studies

In the time-resolved vibrational studies,98,99the caged GTP
bound to Ras was irradiated (typically in the near UV),
releasing GTP from the cage in around 90 ms (see refs 31
and 34 for overviews). The hydrolysis reaction was then
probed as a function of time by FTIR spectroscopy using a
FTIR spectrometer in rapid scan mode. Difference spectra
are formed from the resulting IR spectra at various time
points and report on the reaction and the absorbance changes
of the involved groups, either protein or bound nucleotide.

Scheme 3. Kinetic pathway for the LDH catalyzed
chemistry

LDH/NADH + pyruvatea LDH/NADH ‚pyruvate

LDH/NADH ‚pyruvatea LDH/NAD+‚lactate
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To assign the phosphate modes of the bound nucleotide, the
phosphate groups were labeled with18O and parallel studies
were performed. In this way, the changes in structure as Ras/
GTP evolves to Ras/GDP were studied. The first study of
this kind was ref 100. More recent studies98,99with improved
methodologies have yielded substantial improvements in
signal-to-noise. It was found that binding of GTP to Ras
affects the electronic distribution and structure of the
phosphate groups, with negative charge shifting toward the
â-phosphate as the hydrolysis reaction proceeds in addition
to a number of other structural changes.99 The Ras on-enzyme
hydrolysis reaction is greatly accelerated by the interaction
of Ras with GAP (GTPase activating protein). Time-resolved
studies of the GAP‚Ras catalyzed reaction suggested that
the mechanism underlying the hydrolysis reaction may differ
to some extent from that of the intrinsic GTPase reaction of
Ras.98 The GAP/Ras reaction involves an intermediate, not
found in the Ras reaction, in which theγ-phosphate of GTP
is cleaved but remains within the binding pocket. The
bridgingâ-bond (GDP-Pi) frequency of GTP is downshifted
in Ras compared to GTP in solution, and it is even more
downshifted in GAP‚Ras. The authors suggested that this
shift is due to charge polarization caused by the presence in
the active site of an Arg group provided by the GAP
protein.31,98 Similar work has recently been performed on
Rap1,101 a close relative to the Ras protein in both structure
and function. The intrinsic hydrolysis reactions of the two
proteins seem to be similar and yield similar shifts of charge
to the â-phosphate. The GAP catalyzed reactions show
unique features. The binding pattern of the phosphate groups
of GTP in GAP‚Ras differs from that of GAP‚Rap, which,
it is speculated, compensates for the absence of acis-Gln
(found in Ras) by atrans-Asn (found in Rap), resulting in a
bound GTP more prone to attack by a structural water
molecule.
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